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a b s t r a c t

The domains of time and space generally covered by full atomistic simulation (AS) to represent the glass
transition temperature, Tg, are very small. Physical interpretations of the phenomena occurring at this
transition are inevitably limited. To specifically address such limitation, behavior of the heat capacity that
accounts for the freezing of the degrees of freedom as temperature is decreased, is investigated. The
selected polymer is poly(methyl methacrylate) since it offers the opportunity to exhibit a different Tg
according to the tacticity of its chain. AS and experimental data are thus compared to a theoretical model
that takes into account three contributions to the leap in the heat capacity occurring at Tg. The
comparison discloses that an excellent agreement is obtained between simulated and experimental
contributions from vibrations and free volume. However, from an AS viewpoint changes in the confor-
mation weakly contribute to this leap. Despite this discrepancy local contributions to the glass transition
as predicted by atomistic simulation, are sufficient to determine Tg.

� 2010 Elsevier Ltd. All rights reserved.
1. Introduction

From an experimental viewpoint, the glass transition in poly-
mers or glass formers is usually characterized by dramatic changes
in the viscosity and the relaxation time by nearly 10 decades, as the
temperature is lowered [1,2]. These variations occur over a small
range of temperatures, about a dozen of degrees, for fragile glass
formers, yielding a glassy material at a temperature defined as the
glass transition temperature, Tg. To describe the vast domain of
relaxation times involved during this small range of temperatures,
molecular modelling has been shown to be a beneficial tool to
corroborate existing theories [3]. In fact, among the different kinds
of simulations, the coarse-grained approach remains the most
appropriate technique to deal with the time spreading phenom-
enon. Alternatively, atomistic simulation (AS) is more appropriate
to treat the effect of small local variations in the atomistic archi-
tecture at the repeat unit scale (side chain, tacticity, head-to-head
or tail, etc.) on the value of Tg [4,5]. Despite the small domain of
time usually covered by AS, we have shown that transition
temperatures that are usually related to Tgs can be determined
using this approach [6]. To compensate for non-equilibrium
structures, a specific procedure based on an appropriate selection
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of configurations (10) followed by an optimization process, yielded
Tgs ðTASg Þ that are related to experimental Tgs ðTexp:

g Þ by the well-
established Williams-Landel-Ferry (WLF) equation: the fitted
universal parameters C1 and C2 for a series of nine vinylic polymers
were found to be comparable to the experimentally measured
universal constants [7]. The intimate connection between TAS

g and
Texp:g allowed for a correlation of AS datawith actual theories on the
glass transition [8]. Simulation data have thus been confronted
with the AdameGibbs model that introduces the concept of the
cooperative rearranging region (CRR) [9]. A relation between the
effective activation energy appearing in the Vogel-Fulcher-Tamman
(VFT) equation [10] and Tg was established, revealing the impor-
tance of the correlation between both the side chain and the
backbone in vinylic polymers to the value of Tg, thus confirming
experimental [11] and simulated results [12,13]. It can then be
argued that due to these accurate results AS is perfectly adapted to
describe the glass transition, and thus to usefully complement
higher-levels of approximation simulation, theories, and experi-
ments. Nevertheless the restricted description of the phase space
(domain of times covered by AS, number of limited points in the
configurational space) limits the use of AS to give an accurate
portrait of the glass transition phenomenon. To specifically address
this limitation, poly(methyl methacrylate) (PMMA) is used since it
offers the particular opportunity to exhibit different Tgs according
to the tacticity of its chain [14]. From an AS viewpoint, this fact is of
particular significance since the same force field parameters are
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employed to treat both configurations [6]. Once the difference in Tgs
between the two chain tacticities of PMMA is correctly depicted,
observed differences are attributed to changes in molecular char-
acteristics only [15]. This paper is thus aimed to explicitly show the
domain of relevance of AS in the description of this perplexing
transition in PMMA by directly comparing AS results with experi-
mental data.

As the polymeric system crosses the glass transition upon
cooling, specific degrees of freedom are frozen, and this
phenomenon is characterized by plotting the change in heat
capacity with respect to the temperature (Fig. 1). The spreading of
the heat capacity discontinuity at the glass transition is in
agreement with the fact that it is not a real second order transi-
tion, following Ehrenfest nomenclature. According to the
GibbseDiMarzio model, it becomes a true second order transition
at an infinitely low cooling rate [16]. This leap in the heat capacity
corresponds to a progressive freezing of the degrees of freedom
along the polymer chain [17]. Its interpretation by differentiating
several contributions that make the polymer a glass, is still
a source of debate in the literature [18,19]. To strictly compare the
behavior of experimental and simulated heat capacities with
respect to the temperature, the model of three contributions was
considered [16]. The purpose of the study reported in this paper is
then to extract from the resulting differences the limits of
full atomistic simulation in describing the glass transition
phenomenon.
2. Simulation details and experimental section

2.1. Simulation details

Complete details of simulation reported in this text are
treated in previous articles [20e22]; relevant information and
specific distinctions are presented herein. Simulations described
in this paper have been carried out with PMMA chains of 300
RUs length. For each chain, five configurations have been
selected, and their generation inside the periodic boundary
conditions box followed the self-avoiding walk procedure
implemented in the Amorphous_Cell� code in the Accelrys
Materials Studio environment [23,24]. A relaxation procedure
was then initiated with a heating of the system from 100 K to
800 K with 50 K steps, and a molecular dynamics (MD)
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Fig. 1. Experimental heat capacity of i-PMMA ( ) and s-PMMA ( ) versus
temperature.
simulation duration of 1.1 ns (0.1 ns in the NVT ensemble, fol-
lowed by 1 ns in the NPT ensemble at each step). The cooling
process was thereafter carried out by decreasing the temperature
from 800 K to 240 K by 20 K steps, with MD duration of 3 ns at
each step. Such cooling rate allowed for a gradual elimination of
the entropic contribution. The OPLS (Optimized Potentials for
Liquid Simulations) force field was employed [25]. All the MD
simulations have been carried out using the Verlet-leapfrog
integration algorithm with a 1 fs integration time step [26].
During MD simulations the Berendsen thermostat and barostat
were used to keep the system at prescribed temperatures and
pressures, respectively [27]. The cut-off procedure with a 10�A
cut-off and a spline function to bring the potential to zero, has
been used to compute the Van der Wals interactions, while the
Ewald summation method [28] was employed to calculate the
electrostatic interactions. A uniform hydrostatic compression was
carried out in order to get configurations in a potential well [22].
It was these configurations that were used to compute repro-
ducible Tg using the LAMMPS package [29].
2.2. Determination of the simulated Tg

Once a conformation of the PMMA chain has been optimized
according to a hydrostatic compression procedure described in ref.
[22], a simulated dilatometric procedure was carried out, cooling
the system from 800 K to 240 K by 20 K steps. The system remained
at each temperature during 5 ns. During this cooling process, the
specific volume, i.e. the inverse density, was calculated at each
temperature. The departure from a linear relationship between the
specific volume and the temperature yielded the value of the Tg
which corresponds to the transition from the rubbery to the
vitreous phases, as shown in Fig. 2.
2.3. Determination of simulated specific heat capacities

Cv or Cp have been extracted from molecular dynamics trajec-
tories using fluctuations properties [30] as shown in Eqs. (1) and
(2), respectively.

CAS
v ¼ �

Cv
� ¼

*
E2 � E2

kBT2

+
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Fig. 2. Simulated dilatometry, i.e. specific volume (Vsp) versus the temperature, of
i-PMMA ( ) and s-PMMA ( ).
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Fig. 3. Simulated heat capacity versus the temperature, of i-PMMA ( ) and s-PMMA
( ) versus temperature.
kBT2

where E and H are the internal energy and the enthalpy of the
system, respectively; T is the temperature; kB is the Boltzmann
constant; the upper bar indicates a time average; and the brackets
describe the fact that the average is taken over the 5 optimized
configurations for which simulated Tg has been derived; the
superscript AS stands for atomistic simulation. To specifically
compare simulation with experiment, CAS

p is used. The enthalpy at
a particular time t is computed following:

HðtÞ ¼ EðtÞ þ pVðtÞ (3)

where p corresponds to the average of pressure over time along one
molecular dynamics trajectory since simulations are carried out in
the NPT ensemble.

Another way to extract average values of Cp from AS, instead
of using Eq. (2), is to determine it from the slope of the
enthalpy with respect to the temperature. This approach is
thorny since the thermodynamic limit is not reached: number
of points in the phase space and time of the simulation do not
allow the equality between the computed average energy, hEi,
and the internal energy U. Thus Eq. (2) is used to compute the
heat capacity.

2.4. Determination of the experimental heat capacities ðCexp:
p Þ

For a better comparison between experimental and simulated
data, stereoregular PMMAs with high tacticity contents and with
a number of RUs approaching 300 were investigated. They were
purchased from Polymer Source Inc., and used as received. Their
properties are shown in Table 1. The determination of the specific
heat capacity was performed on a Mettler Toledo DSC using
sapphire as a standard. The calibration of the DSC has been moni-
tored with indium and tin standards. The same weight for each
sample, 9 mg, was used for all experiments. The cooling and
heating cycles were realized under nitrogen, with a scanning rate of
5 �C/min and 10 �C/min, respectively to avoid any temperature
gradient within the samples. Experimentally, the domain of
temperatures that was covered ranged between Tg� 60 �C and
Tgþ 60 �C, enabling an accurate determination of the solid and
liquid Cp(T) around the glass transition. All the samples have been
annealed prior to the measurements at 200 �C for 5 min in order to
erase any thermal history and tominimize the thermal resistance at
the contact between the polymer and the pan. The measurements
were carried out during the second cooling with a scanning rate of
5 �C/min. Three scans were completed for reproducibility. The
reported heat capacity values thus correspond to the average taken
over these runs.

3. Results and discussion

3.1. Specific heat capacity curves

Experimental (Mw w30,000 g/mol) and simulated (300 RUs)
heat capacities for both PMMA tacticities were determined and are
shown in Figs.1 and 3, respectively. The values of Tg, the specific heat
Table 1
Characteristics of experimental PMMAs used in this study.

Mn, kg/mol Mw, kg/mol Mw/Mn Tacticity content, %

i-PMMA 29 36.5 1.25 >91
s-PMMA 30 37.5 1.25 >79
capacity jump at Tg, as well as expansion coefficient at Tg, Da, are
compiled in Table 2. From 460 K down to around 290 K for experi-
mental curves, and from 200 K up to 800 K for computed curves,
below Tg, the temperature dependence of Cexp:

p and CAS
p ismost often

linear. In the glassy state, CpðTÞ is mainly determined by the vibra-
tional spectra of the polymer that is composed of the lattice vibra-
tions predominant at low temperature, characteristic vibrations
resulting from the normal modes of an RU, and librational motions
inside a rotameric potential well. The similar behavior of both heat
capacities with respect to the temperature is in agreement with the
reliable calculation of the infrared spectra of PMMA [31].

Another point of agreement is the fact that in both cases the Tg
for the isotactic configuration is lower than the Tg of the syndio-
tactic configuration. In this case experimental data and simulated
dilatometry are in agreement (Table 2). Despite these consistencies
between experimental and simulated curves, divergences are
clearly observed. The search for the origin of these discrepancies is
at the heart of this study. From the simulation perspective, they can
be grouped into three topics:

(1) higher values of Tg;
(2) a broader transition temperature range;
(3) a lower difference in the heat capacity between the liquid and

glass states.

These three differences are discussed in the following
paragraph.
3.2. Glass transition temperature

It is argued that discrepancies between simulated and experi-
mental values of Tg stem from the important difference in the
cooling rates. The simulated cooling rate is on the order of 1011

times higher than the experimental one. The impact of this very
Table 2
Experimental (30,000 g/mol) and simulated (300 RUs) values used to compute the
different contribution to the leap in the heat capacity.

PMMA TgðKÞ DaðK�1Þ CpðTg� Þ (J g�1K�1)

Exp. AS Exp. AS Exp. AS

Iso 328 445 3.8� 10�4 2.2� 10�4 1.4 1.12
Syn 396 497 3.1� 10�4 2.0� 10�4 1.66 1.14
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high cooling rate on the determination of Tg has been analyzed by
Metatla and Soldera in a two-step approach [7]. A systematic
optimization procedure was first undertaken for a series of vinylic
polymers: an appropriate selection of the configurational space is
followed by a relaxation procedure based on the use of a simulated
annealing and a uniform hydrostatic compression [22]. The simu-
lated dilatometry applied to these systems yields reproducible
values of Tgs, which are linked to experimental Tgs by a linear
equation. This relationship was then investigated for two other
cooling rates. The investigation of the dependence of the Tgs with
the cooling rates showed that they obeyed the timeetemperature
equivalence depicted by thewell-establishedWilliam-Landel-Ferry
(WLF) equation [7]. Addressing simulated Tgs using additional
cooling rates in order to verify the accuracy of this relationship is
very time consuming. The use of a lower cooling rate was conse-
quently applied to only one polymer, i-PMMA. The difference
between the experimental and the simulated Tgs, DTgs, was then
added to the existing curve of DTgs with respect to log10(t/tg). The C1
and C2 parameters in the WLF equation used to derive this curve
stem from the fit performed with the higher cooling rates [7]:
C1¼16.7 and C2¼ 48 K. The new point perfectly fits into the curve
(Fig. 4), showing the capacity of AS to depict the glass transition
within the WLF context. Despite the appropriateness of the
procedure to correlate simulated and experimental Tgs, no infor-
mation about the phenomenon generated at the glass transition
can be gained only from simulated curves. A change in the free
volume expansion is monitored only since WLF which depicts the
change in the free volume as temperature is changed makes the
link between experimental and simulated Tgs.

Due to the equivalence between simulated and experimental Tgs
[7], a homothetic transformation of the origin along the abscissa
axis in Figs. 1 and 3 was thus undertaken to match simulated and
experimental Tgs of i-PMMA, yielding the curve in Fig. 5. From this
Figure, the two other differences between experimental and
simulated data previously quoted, are plainly revealed.
3.3. Broadening of the heat capacity at the glass transition

The cooling rate greatly affects the spreading of Cp at the
experimental glass transition [32e34]. The procedure that has been
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Fig. 4. Variation of the DTg¼ Tg� Tg(expt) for i-PMMA ( ) with respect to log10(t/tg).
The fitting curve of the WLF equation with C1¼16.7 and C2¼ 48 K is shown. The
additional point (A) corresponds to the value of Tg obtained with a cooling rate of
20 K/5 ns (2.4�1011 K/min).
used by scaling simulated Tgs at different cooling rates with
experimental Tgs through the use of the WLF equation can no
longer be employed [7]. In fact, the C1 and C2 parameters occurring
in the WLF equation have to be determined at each temperature
since the free volume varies with temperature [10]. A difference in
the spreading has been observed between the simulated heat
capacities computed at the different cooling rates. However, the
difference is too small to ascertain that the cooling rate has an
influence on the spreading of the simulated data. The reason for
this small difference is due to the use of very high cooling rates on
order of 1011 K/min. Based on these experimental observations, it is
then argued that despite the non-demonstration of this influence
from an AS viewpoint the very rapid cooling rate is responsible for
the broadening observed for Cp.
3.4. Heat capacity discontinuity at the glass transition

To better understand the jump in the heat capacity that occurs
at the glass transition, and to take into account the differences
between experimental and simulated curves, the different contri-
butions to Cp(T) have to be examined. There are actually two main
ways to describe this discontinuity. One method is to use the Tar-
asov function considering approximate group-vibrational spectra
[35,36]. Due to the possibility of error associated with the fit of such
a function to simulated data, another approach has been favored,
and is outlined below.

The discontinuity in the heat capacity that occurs at the glass
transition as the temperature is increased is principally due to the
need of additional energy to create the necessary volume for larger
amplitude motions, and vibrations. The model developed by
DiMarzio and Dowell [37], which is an extension of the O’Reilly
model [17] and GibbseDiMarzio theory [16], takes then into
account three contributions that result from this need of volume
expansion (Eq. (4)).

DC ¼ DCvib: þ DCconfðvol:Þ þ DCconfðshapeÞ (4)

where:

DCvib: corresponds to the vibrational contribution;
DCconfðvol:Þ is the configurational contribution resulting from the
change in the volume expansion occurring at the glass transition
region;
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DCconfðshapeÞ is the configurational contribution resulting from
the change in the shape occurring at the glass transition
region.

In order to explicitly compare simulated and experimental
behavior, heat capacities are reported with respect to
ðT � Tgði-PMMAÞÞ (Fig. 5). For CAS

p errors are on order of
�0:05 J g�1 K�1. Between the experimental and simulated curves,
a clear difference in the jump of the heat capacity is observed:
DDC ¼ DCexp:

p � DCAS
p z0:2 J g�1 K�1. To reveal the factors that

cause this difference, contribution of each term intervening in the
total heat capacity (Eq. (4)) is specifically regarded. For each
contribution, the derived relation is described in the following
paragraphs [37], allowing for the determination of experimental
and simulated values, and thus uncovering the discrepancies of
simulation.

3.5. Vibrational contribution DCvib:

Vibrational contribution to the heat capacity leap is determined
fromthedilatometric curve and thegraphof theheat capacity versus
the temperature, and expressed in the following equation [37]:

DCvib: ¼ 0:5TDaCp
�
Tg�

�
(5)

Where CpðTg� Þ corresponds to the specific heat capacity in the
glassy state below Tg, and computed from curves shown in Fig. 5
(values are shown in Table 2); Da is the change in the expansion
coefficient at Tg. This difference is directly obtained from the dila-
tometric curve (Fig. 1). Values of experimental and simulated DCvib:
are displayed in Table 3. A small difference is observed between
experimental and simulated values of DCvib: but this difference
cannot explain the great difference in DDC. Despite a clear
description of the stretching modes, the low frequency domain
exhibits great discrepancies with the experimental infrared spectra.
A deeper analysis will require the calculation of Einstein vibrations,
and are beyond the topic of this text.

3.6. Volume expansion contribution DCconf ðvol:Þ

Determination of the vibrational expansion contribution to the
heat capacity jump directly stems from the dilatometric curve [37]:

DCconfðvol:Þ ¼ 4RTDað1� 4:17TDaÞ (6)

where R is the ideal gas constant. All the experimental and simu-
lated values are displayed in Tables 2 and 3 for DCconfðvol:Þ.

Experimental and simulated values of DCconfðvol:Þ are similar
(Table 3). A small difference in simulated values between the two
PMMA stereomers is observed, but could not be attributed to any
difference in the Tgs since it is included within the standard mean
deviation.

3.7. Shape contribution DCconf ðshapeÞ

Contrary to the twoprevious contributions to theheat capacity leap
at Tg, the shape contribution cannot be directly determined from
Table 3
Experimental (30,000 g/mol) and simulated (300 RUs) contributions to the leap in
the heat capacity stemming from Eqs. All values are in J/g.

PMMA DC DCvib: DCconfðvol:Þ DCconfðshapeÞ

Exp. AS Exp. AS Exp. AS Exp. AS

Iso 0.420 0.280 0.087 0.074 0.118 0.116 0.215 0.090
Syn 0.360 0.260 0.102 0.078 0.118 0.115 0.140 0.067
experimental or simulated curves. The variation in this specific heat
capacityatTghasbeenderivedbyGibbs andDiMarzio [16]. It is inferred
from the Rotational Isomeric State model of PMMA [38] considering
two energy levels separated by Econf ; the higher in energy exhibiting
a degeneracy of 2 corresponding to the g and g� states.

DCconfðshapeÞ ¼ R
�
Econf
kBT

�2

f ð1� f Þ (7)

where f is the fraction of bonds in the g or g� state:

f ¼
2exp:

�
�Econf
kBT

�
1þ 2exp:

�
�Econf
kBT

� (8)

Experimental investigation of DCconfðshapeÞ is first carried out.
According to DiMarzio and Dowell, its contribution to the variation
of the heat capacity at Tg has been set to 6 J/(flexible unit K),
yielding �Econf=kBT of 2.25 (Eq. (7)) [37]. Experimental measure-
ments and simulation have shown that the two PMMA configura-
tions exhibit different values of Econf in agreement with the fact that
a difference in Tg is observed. Experimentally, they have been
determined by infrared spectroscopy by O’ReillyeMosher [39],
Grohens [40], and Tretinnikov [41]. The conformational energies
determined by Tretinnikov cannot be used in Eq. (7) since the 2-
levels model cannot be applied. O’ReillyeMosher’s and Grohens
results correspond to themodel used to produce bond fractions (Eq.
(8)), with no consideration of the excluded volume at short range.
In the case of Grohens’ data, Econf is found to be equal to 0.471 and
0.879 kcalmol�1 for i-PMMA and s-PMMA, respectively. It should
be pointed out that a slight difference in the Econf=Tg ratio is
observed between the two PMMA configurations. Numerical
application of Eq. (7) yields values of DCconfðshapeÞ of 0.011 and
0.025 J/(g K) for i-PMMA and s-PMMA, respectively. These values
have then to be multiplied by the number of beads, 5.9, which
corresponds to the ratio of the volume of a repeat unit to the
volume of a CH2 unit, and the number of flex bonds to reach the
experimental values of DCconfðshapeÞ as indicated by DiMarzio and
Dowell [37]. To extract the number of flex bonds, the experimental
value of DCconfðshapeÞ is determined by subtracting DCvib: and
DCconfðvol:Þ from DC in Eq. (4), yielding 0.215 and 0.140 J/(g K) for i-
PMMA and s-PMMA respectively (Table 3). Consequently, the
numbers of flex bonds are 3.35 and 1.00 respectively. Using the
values of conformational energy determined by O’ReillyeMosher,
lower number of flex bonds per repeat unit have been determined:
1.7 and 0.4, respectively [39]. These small numbers can be
explained by different experimental conditions. Moreover the
Econf=Tg ratio was found to be different for the two PMMA config-
urations, which has been stated to be equal by O’Reilly [17].
Nevertheless, in all cases i-PMMA exhibits the higher number of
flex bonds. A higher number of flexes for the isotactic configuration
indicates that more bonds are needed to yield change in the shape
of the chain, involving a higher stiffness for this configuration. Such
a result is not surprising since the characteristic ratio of i-PMMA,
11.2, is higher than for s-PMMA, 7.5 [42].

From an atomistic simulation viewpoint, the procedure used to
determine experimentally DCconfðshapeÞ can no longer be used since
Eq. (7) reveals the statistical behavior of polymer chains with
temperature. The use of only 5 configurations, which explore
a small domain of the phase space at each temperature (5 ns) is far
from the thermodynamic limit. Despite this limitation, the simu-
lated DCconfðshapeÞ was determined by subtracting DCvib: and
DCconfðvol:Þ, in the same way as the experimental one. AS actually
yields very low values for DCconfðshapeÞ of 0.09 and 0.07 for i-PMMA
and s-PMMA respectively. Due to errors stemming from the
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determination of the different heat capacities, analysis of these very
low values is delicate. Nevertheless, since the contribution of
DCconfðshapeÞ to the total heat capacity represents the change in the
rotameric states, the percentage of the trans rotameric state ð1� f Þ
of i- and s-PMMA has to be regarded.

The variations of the trans rotameric state, t, with respect to the
temperature for only one configuration of i-PMMA and s-PMMA are
shown in Fig. 6. These curves disclose the freezing of the rotation of
bonds along the polymer chain at Tg. Rotations between rotameric
states along thebackbone at temperatures above Tg are thusobserved
using AS. However, the percentage of the trans rotameric state is not
compatiblewith experimental data sinceDCconfðshapeÞ exhibits a very
lowvaluecomparedtotheexperimentaldata (Table3). The freezing is
thusclearlyexpressedbut thediscrepancy inDCconfðshapeÞ reveals that
this percentage is not accurate. Accordingly variation in rotameric
states occurring at the glass transition is not completely depicted by
full atomistic molecular dynamics simulation.

4. Conclusion

Thedomainof timecoveredbyatomistic simulation (AS) is on the
order of 10 times lower than the experimental one. Despite this very
reducedmomentum space explored byAS, a variation in the slope of
the specific volume is observed by decreasing the temperature. By
studying this transition at different cooling rates, it has been shown
that this transition temperature is related to the experimental Tg
through the WLF equation. It was actually unanticipated that AS
could reproduce so suitably this macroscopic property since all the
degrees of freedom of a real polymer chain cannot be accurately
reproduced using such small domains of time. The aim of this study
was thus to discern the degrees of freedom that are correctly frozen
at the glass transition. For that purpose heat capacity is reported
with respect to the temperature, and simulated and experimental
data are compared to a theoretical model of this transition. They
reveal that despite an accurate description of the free volume
expansion though thewell-establishedWilliam-Landel-Ferry (WLF)
equation, and a freezing of the rotations in the backbone bonds, the
change in the shape of the polymer conformation lacks of time to be
accuratelydescribed.Actually, thedurationofmoleculardynamics is
undoubtedly under the Rouse time. This limitation does not involve
the non-representation of the phenomena occurring at the glass
transition, but controls the actual analysis of data to only local
properties. For instance, the study of diffusion requires longer times,
but localized disturbances such as changes in the energy, internal
parameters except dihedral angle, can be specifically regarded [43].

In a previous study, the AdameGibbs model was used to
describe the glass transition determined by AS [8]. The next step of
this study will be to determine the cooperativity length that is
related to the entropy parameter that is found in the formula of the
effective activation energy. The results that will be derived from
this study will indicate if the limit of detection of the method is
reached since an asymptotic value has to be attained as the dura-
tion of the molecular dynamics simulation increases.
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